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Constrained combinatorial optimization f(S) has nice properties:

S = arg Igl‘gf( )

Weak-submodularity

constant0<a <1 Approximate
f(S‘) > (1 _ e_a) f(S™) greedy solution
Optimal approximation guarantee ‘_

Krause, 2011

Tight approximation guarantee
Greedy selection
\‘ Prohibitive computational cost

Reduce the space of greedy by random sampling wirasoleyman et al. 2015,
Hashemi et al. 2018

How to construct R;

* Monotonicity
* Weak-submodularity

et al,, 2018
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The dilemma of greedy
selection with restricted
search space

Greedy with a restricted search space

should succeed in each iteration

A fixed schedule: chance of sampling
from optimal decreases given success

in prior iterations

J

- The University of Texas at Austin

Engineering
Cockrell School of Engineering

Theorem 1

Let P(m, k) denote a series of subset selection problems where
m, k — oo, m > k. Let ALG denote a variant of Greedy with a
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restricted uniform search space R; C [m] having cardinality r. Then: Almost zero
performance
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We need increasing {r;} that ultimately grows to r;, = m

Constructing R; with : “
1 -2l Reduced

m
- log(— EgemrT  search space
- log(~) Tz p

Full space

Next iteration ,
Greedy selection

»  Asymptotic conditions for identification of the optimal subset in stochastic
greedy weak submodular maximization

Theorem 2
| et Spsg denote the random subset selected by PSG. Then, » A fixed schedule fails, an increasing schedule for high success probability
* PSG: a new scheme with near-optimal expected approximation factor
Bl (Spsg )] = (1 —e % — e ”) F(S™),
Future Directions
where N = 1+ O(l/k). * High probability guarantees vs expected guarantees

» Extensions to continuous weak submodular functions



